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INTRODUCTION

This year's research survey was conducted as in previous years. A total of 99 survey
announcements were mailed to individuals and organizations who had responded in the past
and to organizations engaged in radar-based research. Responses were received from 16
organizations (including research laboratories, universities, and operational groups).

Now that the operational network of WSR-88D's is in place, there is considerable local effort
to evaluate algorithms and to enhance them through adaptable parameter studies. Much of
this activity is summarized in conference proceedings of the American Meteorological Society
and in a special issue of Weather and Forecasting (June 1998). Among papers in the special
issue is an update on the Next Generation Radar (NEXRAD) and a visionary look into the
future (Crum et al., 1998).

Research topics of recent heightened activity are hail detection, precipitation measurement,
and radar polarimetry. Several studies examine the utility of the current WSR-88D Hail
Detection Algorithm. Findings indicate that the algorithm offers important guidance,
especially if combined with other data sources. Interest also continues in the use of vertically-
integrated liquid (VIL) and "VIL density" for hail detection and size estimation.

A number of groups are involved with improving the WSR-88D Precipitation Processing
System. Studies reported here evaluate current products, seek to optimize adaptable
parameters, and explore other approaches to rainfall measurement. Several organizations are
developing correction schemes for mitigating bright band effects on rainfall estimates.

Polarimetry is a popular area of basic research. Applications include precipitation type
(rain/snow) characterization, quantitative precipitation estimation, hail detection, attenuation
correction, designation of hydrometeor types, and the detection of insects and birds.

New and growing activities are the production of radar mosaics, the development of bistatic
radar systems for realtime wind field analysis, and rainfall "prediction" by echo extrapolation.

The format of this report closely follows that of the past several years. The Topical Activities
Summary (Section 2) roughly conforms with the technical needs identified by the NEXRAD
Technical Advisory Committee (Appendix A). A description of on going research at
responding organizations is presented in Section 3. Brief reviews of recently published papers
and conference presentations relevant to WSR-88D algorithms can be found in Section 4.



TOPICAL ACTIVITIES SUMMARY
2.1 Archive of Storm Phenomena

The National Severe Storms Laboratory has been maintaining an archive of severe weather
events (hail, tornadoes, and wind storms) for algorithm development and research (Section
3.3.3.4). The Level Il database now consists of more than 1200 data tapes. Ground truth
information is available for 1995 and prior years.

2.2 Velocity Dealiasing and Range Unfolding

Simulated radar echoes were used in a study by Strauch and Frehlich (1998) to determine if
single-pulse velocity estimates provide sufficient accuracy to resolve ambiguities inherent in
pulsed Doppler radar measurements. Rather than the usual sampling at a particular range
location once after each pulse, single-pulse estimation uses a broadband receiver and averages
samples spaced at intervals much less than the pulse duration. Unfortunately, results indicate
that a large number of spatial samples would be required.

Zhang et al. (1997) propose that ambiguities arising from range and velocity folding be

mitigated simultaneously by phase coding (i.e., transmitted pulses have a specific identification
code) and staggered pulses. They show that phase coding and staggered pulse repetition times
(PRT's) are compatible and that the standard deviation of the mean velocity estimate is within
10 m s' at low signal-to-noise ratios. The tested combination purportedly extended the
unambiguous range and velocity from 150 km and 25 m*¢o 350 km and 75 ms. Other

methods for retrieving overlaid second trip echoes with phase coded radar signals are

described by Liu and Liu (1997) and Sachidananda and Zrdi(1997) (Section 4).

2.3  Anomalous Propagation and Clutter Removal

Recognizing that other sources of information besides radar reflectivity can be helpful for
detecting anomalous propagation (AP) echoes, a method is being developed (Pamment and
Conway 1998) to include surface weather reports, infrared satellite observations, AP
climatology, and lightning strike locations. The procedure is applied to individual radars and
to composite reflectivity maps intended for producing precipitation analyses and initializing
numerical weather prediction models. The scheme replaces an interactive system called
FRONTIERS. Individual data points are assigned a "dryness" probability which is modified
through a multistep Bayesian process that weights each of the input parameters. Pixels with
an overall probability above some threshold are checked against a lightning map before final
designation. The scheme depends primarily on the availability of satellite and surface
observations. A pixel is deemed wet if the present weather code indicates precipitation,
showers were reported in the vicinity, or precipitation occurred during the past hour. A
distance weighing function is applied to determine the probability of dryness away from a
surface report. Infrared temperatures from earth satellite are quantized into 16 classes and
compared to quality controlled precipitation maps to determine the probability of
precipitation for each class. A climatology in the form of the probability of precipitation
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echoes at a dry pixel was determined with hourly data corresponding to synoptic reporting
times. All echoes within the position error of lightning strike locations are assigned an AP
probability of 0.01, which forces their retention as precipitation. Case studies indicate that
~90% of all echoes are correctly designated. The inclusion of visual satellite images and
pattern recognition routines for AP are listed among planned upgrades.

Operationally oriented research directed toward clutter detection and removal is progressing
at several institutions. The NEXRAD OSF is improving the "tilt test" logic that removes
clutter at the lowest elevation angle by comparing echo coverage at the lowest two tilts
(Section 3.5.7.1). A Lincoln Laboratory algorithm that removes ~2/3 of the AP and clutter
from radar composites has been installed in Build 10 (Section 3.8.4). A neural network scheme
for AP detection is described by the University of lowa (Section 3.10.1, see reference 9
abstract). A clutter detection procedure developed at McGill University incorporates local
averages of radial velocity, vertical reflectivity gradients, and horizontal gradients of
reflectivity (Section 3.11.5.2). Pixels where radial velocities average <1 to 2 frasd vertical
and horizontal reflectivity gradients exceed prescribed thresholds are considered to be clutter.
"Holes" in the precipitation pattern are filled by interpolation in the horizontal.

May and Strauch (1998) describe a simple spectral processing procedure for removing clutter
from wind profiler measurements. Compared to weather radar, clutter removal with profilers

is facilitated by longer dwell times, smaller spectral clutter widths, and broader spectrum
widths for "clear air" signals. This is because profiler beams are fixed and clutter is not
broadened by antenna motion. On the other hand, the greater beam width of profilers widens
the spectral width of clear-air returns. Nonetheless, the technique may be applicable for
weather radars, particularly if the data are filtered in azimuth. Previously proposed

algorithms for suppressing clutter have incorporated least squares and neural network
approaches. Techniques applied to mean velocity estimates are ineffective because clutter
biases and meteorological signals are often mixed. Notch filters cause significant weather
signal to be lost. The technique applied by May and Strauch (detrending) assumes that clutter
signals fade linearly and removes the trend from the spectra. The time series must be
reasonably long (128 samples were used). Simulations revealed that the detrending technique
improved clutter suppression over window (Hanning and rectangular) filtering methods. The
method is also compared to the a finite impulse response (FIR) filter widely used on weather
radars. Velocity biases with detrending approached that for FIR filtered data when the
detrending resolution was increased.

Polarimetric measurements offer new approaches for detecting ground clutter and AP as well
as for mitigating clutter effects on rainfall estimates. Ryzhkov and Zrni (1998c; Sections 2.13
and 4) show how the cross-correlation coefficient between radar reflectivity measurements at
horizontal and vertical polarization (pyy), can be used to identify ground echoes. They also
show that when ground and precipitation echoes are mixed the differential propagation phase
(dop) contains enough signal that specific propagation phase {£K) rainfall estimates can still

be made in the clutter region.



2.4 Severe Weather Detection
2.4.1 MESOCYCLONES

Research has shown that a high percentage of thunderstorms with mesocyclonic circulations
having diameters of <10 km produce severe weather and that a significant subset spawn
tornadoes. Hence, there has been considerable effort to automatically detect these
circulations. National Severe Storms Laboratory (NSSL) researchers, Stumpf et al. (1998),
describe a new Mesocyclone Detection Algorithm (MDA) which features lowered thresholds
for initial classification and performs a diagnosis in four dimensions for broad detection of
weak and strong circulations. Other algorithm features include range-dependent strength
thresholds, a more robust two-dimensional circulation identifier, improved vertical
association, and trend information. The algorithm is designed to detect shallow circulations
and larger scale circulations associated with bow echoes. The proposed algorithm processes
data at the radial level to find shear segments which are combined to form two-dimensional
features that are subsequently checked for vertical and temporal continuity. Other algorithm
parameters are the rotational velocity, the shear, and the radial convergence. Using a
comparative dataset, the NSSL MDA was found to be superior to the current WSR-88D
algorithm even when the current algorithm threshold values are optimized (their Table 14).
Probabilities of detection for mesocyclones with tornadoes were 46.3 to 57.6% for the
proposed algorithm and 32.8 to 69.3% for various configurations of the WSR-88D algorithm.
Most significant differences between the algorithms were in the Heidke skill scores (31.1 to
35.7% for the proposed algorithm and -21.9 to 24.9% for the WSR-88D algorithm).

A similar comparison of WSR-88D and NSSL Mesocyclone Detection Algorithm performance
was conducted by Stuart et al. (1997; also Section 3.4.4.1). Although details of the comparison
are not given, the NSSL algorithm produced many more mesocyclone detections, including
some that did not produce severe weather, and tended to give detections to farther ranges.

The authors attribute the improved performance of the NSSL algorithm to an ability to detect
weaker circulations.

Because the NSSL MDA does not indicate severity (i.e, whether or not tornadic or damaging
winds are present), a second algorithm was developed to designate those circulations with
strong winds (Marzban and Stumpf 1998). The approach employs a neural network (also
Section 2.11). Results with 23 storm attributes as input yielded critical success indices (CSI's)
of ~50% and Heidke skill scores of 60%.

A refinement to vortex detection is undergoing testing in Japan. Both radial and azimuthal
shears are computed in the study of Haneda and Uyeda (1997). Particular shear zone
configurations represent vortex signatures. The zone of maximum azimuthal shear and the
locations of radial convergence zones specify the vortex center and its diameter (their Figure
1).

Discrete azimuthal sampling effects on the inferred intensity of vortices observed by radar
have been investigated by Wood and Brown (1998). A combined Rankine vortex was
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simulated and then sampled at varying radar ranges and for different beam positions relative
to the vortex center. Depending on the relative location, the diameter of maximum
mesocyclone winds can be over or underestimated. The latter is likely at far distances and for
increased separation between the vortex core and the beam center. While the maximum
rotational velocity is always underestimated and the underestimate increases with range due to
smoothing within the radar beam, the relative location of the vortex to the beam also
influences the radar-measured intensity. Because of their small size, the diameter of tornadic
vortices is always overestimated and the peak velocity is greatly underestimated. The caution
with discrete sampling is that observed changes in intensity may simply reflect sampling
location randomness.

Usually, the strength of vortices is estimated by the velocity difference between the two
extrema which form a velocity couplet. The procedure is subject to bias errors due to
sampling (e.g., Wood and Brown 1998). Davies-Jones and Stumpf (1997) compute circulation
and rate of expansion to estimate vortex strength. Circulation should have less range
dependence than velocity differences. Also, the combination of significant circulation and a
contracting surface would be a predictor of further intensification. The parameters are
computed as the integral of tangential and normal components of velocity about a closed
curve. Unobserved components of the wind are initially set to zero. Calculations were made
for a test case with a tornado having a circulation of Fom? s* at a radius of 200 m. The
tornado was 51 km from the radar. Circulations were computed for radii of 0.5 to 3 km.

After doubling the results to account for the unobserved wind components, it was found that
the circulations and divergences were fairly independent of the averaging radius; and the
circulations were close to the tornado values.

Compared to the United States, tornadoes and damaging winds are relatively rare in Canada.
Nevertheless, a mesocyclone detection algorithm, based on the "pattern vector" technique has
been implemented on the McGill University radar. Vaillancourt et al. (1997) present

verification of the algorithm for reported tornadoes and observed winds >90 kmh As might

be predicted, preliminary results show that low threshold values detected most events (13 of 14
tornadoes) but had relatively high false alarm rates (FAR's). High thresholds reduced the

FAR substantially but resulted in an increased number of missed tornadoes.

2.4.2 TORNADOES

Matson (1998) evaluated the MESOcyclone/Tornadic Vortex Signature (MESO/TVS)
algorithm with data collected by the NWS Forecast Office in Little Rock, Arkansas. Archive
Level Il data were replayed on the WSR-88D Algorithm Testing and Display System
(WATADS). The dataset was first scored on default parameters (Threshold Pattern Vector,
TPV=10; Threshold TVS Shear, TTS=72 R). The critical success index was 10%. At
optimum parameter values, TPV=7 and TTS=45 #, the algorithm CSI was 37%. The
probability of detection (POD) increased from 11 to 38%. Algorithm improvement was
tempered somewhat by an increase in false alarm rate (from 42 to 50%). Other benefits with
the optimum parameters were an increase in lead time from 3 to 6 min and a 13% increase in
tornado detections beyond 110 km. An evaluation of the Build 10 Tornado Detection
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Algorithm (TDA) was also conducted. A fundamental difference between the algorithms is
that the TDA examines radial velocity differences at constant range (gate-to-gate) whereas the
MESO/TVS algorithm examines shear between minimum and maximum velocities within a
mesocyclone. The TDA was run at default settings. The POD and CSI were little changed
from optimum MESO/TVS values, 41 and 37%, respectively; but the FAR fell to 14%.

Tests of the Build 10 TDA with varying reflectivity thresholds have been conducted by the
NEXRAD Operational Support Facility (Section 3.5.5). Best results were for a 0 dBZ

threshold (CSlI's of ~0.50). Algorithm outputs for two WSR-88D's separated by 18 km had
similar CSl's, but inexplicable differences were found in the POD's and FAR's. An ongoing
study of the impact of the Velocity Dealiasing Algorithm on the performance of the new TDA
(Section 3.5.6) found that receiver saturation can cause false TVS detections in close proximity
to a radar.

2.4.3 MICROBURSTS

Smythe et al. (1997) present an independent evaluation of the Integrated Terminal Weather
System (ITWS) microburst/windshear detection algorithm being developed by Lincoln
Laboratory for the Federal Aviation Administration. Radial velocity and signal-to-noise ratios
are the input measurements. Outputs are the location, areal extent, and intensity of divergent
wind features at 0.3 antenna elevation. Interlaced sampling permits updates at 1 min
intervals. Windshear is defined as velocity changes >8 m ever distances<4 km; a

microburst is a velocity difference of>15 m s' over the same distance. There is also a
predictive component that incorporates sounding and VIL information. Probabilities of
detection for microbursts and windshear events are very high-03%) and false alarm rates
are low (generally <20%). For three sites, 23 to 31% of all microbursts were correctly
predicted with an average lead time of 215 s.

The microburst study at the Salt Lake City NWSFO continues (Section 3.4.3.1). The work
combines radar observations with stability analyses from a one-dimensional cloud model.

2.4.4 HaL

The current WSR-88D hail algorithm is described in the recent paper of Witt et al. (1998a).
The algorithm features the Probability of Hail (POH) of any size and the Probability of Severe
Hail (POSH). Severe hail is defined as hail with diameters19 mm. Hail occurrence is
determined largely from the extension of 45 dBZ echo above the melting level. A Severe Hail
Index (SHI) parameter is computed from radar reflectivity and the temperature lapse rate.
Predictions of Maximum Expected Hail Size (MEHS) are also given. Verification for the
probability of any-size halil is lacking, but good results are reported for Colorado. [Problems
encountered when verifying algorithms are discussed in Witt et al. (1998b).] Performance of
the SHI varies considerably by geographical area. Critical success indices are typically 16 to
55%. Halil size increases with the Severe Hail Index in the mean but the unexplained variance
is high. Hence, the predictions may have little value [see the study of Edwards and Thompson
(1998) described below and in Section 4.]



The Build 9 Hail Detection Algorithm has been evaluated for northern Ohio and northwestern
Pennsylvania by Barjenburch and LaPlante (1997). The analysis was performed on archive
Level Il data with the WSR-88D Algorithm Testing and Display System (WATADS). The
dataset consisted of 46 severe hail events on 16 days. Verification data were taken f&iorm
Data. (The usual caveats about maximum hail size estimates and likelihood of reports apply.)
Algorithm output for each storm with a POSH >10% was scored on a scan-by-scan basis
rather than the window method. Statistics were generated for a POSEB0%. The HDA
significantly overestimated the occurrence of severe hail. For example, for populous counties
and a POSH o0f>50% the observed frequency of severe hail was actually 37%. The observed
>50% hail frequency occurred with a POSH of 70%. At this threshold the algorithm had a
POD of 36%, a FAR of 58%, and a CSI of 24%. The average lead time was 16 minutes. The
authors conclude that the HDA should be used only for guidance.

The vertically-integrated liquid (VIL) water is frequently used by operational meteorologists

to "predict” hailstone size. The parameter is computed by vertically integrating the radar
reflectivity. The presence of hail and the 6th power dependence of reflectivity on particle
diameters dictates that hail associates with high reflectivity and consequently large VIL
values. A number of formal and informal studies have attempted to exploit this association for
estimating maximum hail size. Edwards and Thompson (1998) examined hail size
relationships with VIL and thermodynamic variables for a large dataset from several
geographical regions and for different seasons. Parameters such as VIL, VIL normalized by a
sounding-determined equilibrium level, and VIL divided by maximum parcel level were
computed and compared to the maximum reported hail size. While some parameters
increased with hall size in the mean, the data reveal considerable scatter. Correlation
coefficients between tested variables and hail size were insignificart)(17). The lack of
correlation led the authors to conclude that tested parameters had no operational value.
Hailstone sizes considered in the report were well within the Mie scattering range. Failure to
"predict” hail diameters may be due to the resonance between hail diameter and radar
wavelength that occurs in the Mie range.

An assessment of the Build 9 Hail Detection Algorithm (the Probability of Severe Hail or
POSH component) and VIL was made for a small dataset (consisting of 16 severe hail events
on 6 days) in the Tallahassee, Florida area (Lenning et al. 1998). The study optimizes warning
thresholds for both the POSH and VIL techniques and seeks other methods for finding
thresholds. The default POSH threshold of 50% was verified indicating that the freezing level
yields a reasonable estimate of the best Severe Hail Index (SHI). However, the average wet-
bulb temperature in the 1000 to 700 hPa layer gave slightly better estimates of the best daily
SHI threshold. Correlation coefficients between the best SHI determined from the freezing
level and the low-level wet-bulb temperature were 0.55 and 0.59, respectively. Wet-bulb
temperatures also improved VIL of the day estimates (a correlation coefficient of 0.68). For
the six days in the study, the optimized VIL parameter seemed to have a slight edge over the
optimized SHI. However, poor performance with one parameter was matched with poor
performance of the other.

A study at the NWSFO in Charleston, West Virginia evaluated the VIL density parameter to
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detect severe hail£19 mm in diameter) (Section 3.4.1.1). At a threshold of 4 ginthe POD
for large hail was 91% and the FAR was 1.9%.

An evaluation of VIL density for hail detection and size estimation was conducted by Turner
and Gonsowski (1997). Their data show that a VIL density threshold of 3.25 ghidentified

91% of the severe hail stormsx19 mm) but mis-identified 43% of non-severe hail storms as
severe. Maximum hail size grew with increasing VIL density. A similar study by Troutman
and Rose (1997, 28th Radar Conference) shows a linear relationship between VIL density and
hail size. However, no information is given concerning the scatter within the dataset.

Thunderstorms producing large hail (in the Mie scattering range) often exhibit elongated
regions of radar reflectivity and radial velocity that protrude radially from the far side of the
radar echo. These echoes, dubbed "hail spikes” or "hail flares"”, are commonly seen at
elevation angles of 2 to 6and may extend for 10 km or more beyond the storm's reflectivity
core. Lemon (1998) asserts that hail flares precede the occurrence of large hail at ground by
tens of minutes. Flare echoes are usually characterized by weak reflectivity (<25 dBZ). Radial
velocity signatures can be complex but often show weak flow toward the radar; spectrum
widths are large. Halil flares are artifacts created by three-body scattering in which

transmitted energy is scattered by hail to the ground, a portion of the scattered energy is
backscattered to the hail region, and the energy is scattered a third time back to the radar.
Importantly, the hail resides in the storm'’s reflectivity core-not within the flare echo. While

hail flares at S-band are sure indicators of hail, the author points out that there could be
substantial melting before the hail is deposited at the earth's surface. Also, hail may exist even
though a hail flare is not detected. The paper includes a discussion of operational
implications.

Hubbert et al. (1998) report on a study of hail detection with polarimetric radar. Golfball-
sized hail coincided with large linear depolarization ratios (LDR>-18 dB), slightly negative
differential reflectivity values (Zpg <-0.5 dB), and relatively low copolar correlation coefficients
(£0.93). The measurements and dual-Doppler analyses suggest that raindrops, beginning as
graupel in the forward anvil, and later recycled in the storm's updraft served as hail embryos.

An automated hail mapping system that uses polarimetric radar data has been developed by
Colorado State University (Section 3.9.4). The algorithm, based on the hail signal of Aydin et
al. (1986, J. Climate and Appl. Meteor.), utilizes reflectivity and differential reflectivity
measurements and looks for departures from established relationships between these
parameters for rain. Inconsistencies between observed differential phase shifts and shifts
calculated from radar reflectivity and differential reflectivity measurements are the basis of a
University of Reading hail detection algorithm (Section 3.13.3).

2.4.5 TURBULENCE

The Turbulent Kinetic Energy (TKE) distribution in a stratiform rain event was computed
from radar measurements in the study of Kim et al. (1997). The computational method is that
described earlier by one of the authors (Campistron; J. Atmos. Sci., 1991). Results show that
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the TKE concentrated at and just below the melting layer. A rapid increase in TKE coincided
with the development of heavy rain. Richardson's numbers were greater than 2, suggesting
that turbulence generated by shear was suppressed by negative buoyancy.

2.4.6 HASH FLooDs

The performance of the WSR-88D Precipitation Processing System (PPS) in flash flood cases
has been examined by Baeck and Smith (1998). They found that significant underestimates of
the rainfall occurred in every case. Reasons for the underestimates varied from storm-to-
storm (see also Section 2.6). In a similar study of a flash flood, Vieux and Bedient (1998)
reduced the underestimates significantly with the tropical Z-R relationship Z=250R..

The flash flood which struck Fort Collins, Colorado with more than 10 inches of rain on 28
July 1997 is being studied by researchers at Colorado State University (Section 3.9.1). They
implicate coupling between warm and ice processes (deduced from polarimetric
measurements), topography, and interaction with the outflow from another storm complex as
causes of the heavy rain.

In an attempt to add a predictive component to radar-derived rainfalls, necessary to increase
flash flood warning lead times, Pereira Fo and Crawford (1997) have been developing a
scheme that linearly extrapolates radar reflectivity patterns according to observed trends and
hourly wind information. Error levels are high but believed to be less than those for short-
term numerical forecasts.

2.4.7 TroprIiCAL CYCLONES

Gall et al. (1998) present a new analysis technique for studying the fine structure of hurricanes
and tropical storms. Perturbation radar reflectivity fields are generated whose features are
then enhanced by correlation analysis in which a cosine function is fit to the perturbations.
The wavelength of the applied cosine function is varied to reveal different scales. The
correlation patterns depict persistent spiral features that are distinct from larger scale
rainbands. The bands are characterized by rope-like regions of high correlation that are

~10 km in width and can extend for 100 km or more. They propagate outward in a clockwise
sense at speeds on the order of 10 nwhile rotating in a counterclockwise direction about

the storm. Vertical cross-sections reveal that they may extend to heights of 6 km. The bands,
which are roughly aligned with the low-level wind, contain updrafts and are postulated to be
similar to boundary-layer rolls. Their role in storm intensification is not known.

0.0.1 SIOWFEALL

Quantitative snowfall estimation with radar is complicated by the variety of hydrometeor
types, shapes, and densities which can cause radar reflectivity-based estimates to differ from
observed snowfalls by a factor of 10 or more. A novel approach to estimate snowfall with a
neural network was recently described by Xiao et al. (1998). The method, based on a
multilayer feed forward network, did not assume a particular Z-S relationship but mapped the
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time evolution of radar reflectivity profiles to snowgauge measurements. The profiles had

0.5 km vertical spacing for heights of 0.5 to 5 km and were found by averaging measurements
over 9 kn? areas. Predictions of 15 min liquid equivalent accumulations were then made at
three verifying gauge sites located ~75 km from the radar. Different combinations of training
and test datasets were examined and compared to snowfall estimates with the Marshall-
Palmer relationship. Network-derived Z-S relationships for two storms had a much smaller
exponent for Z, than the Marshall-Palmer relationship and had smaller bias errors.

Correlation coefficients between the radar estimates and the gauge amounts were about the
same for the optimized and fixed Z-S relations. The technique has already been successfully
applied for rainfall estimation [see Xiao and Chandrasekar (1997), 1998 Survey Report].

Operational algorithms for snowfall estimation are under development at the Bureau of
Reclamation (Section 3.1.1) and at the National Weather Service Forecast Office in Salt Lake
City (Section 3.4.3.2). Both efforts report considerable storm-to-storm bias variation in
estimated liquid equivalents and attempt to reduce the bias with gauge adjustment
procedures.

Radar reflectivity from low elevation scans do not generally exhibit characteristic signatures

for rain and snow. Further, bright bands may not be present in vertical cross-sections when
rain forms from the melting of compact ice particles. Ryzhkov and Zrni (1998) examine
polarimetric measurements in snow storms and show that melting layers are characterized by
a pronounced minimum in the cross-correlation coefficient between radar echoes at horizontal
and vertical polarization (p.,) and a maximum in the differential reflectivity (Zpg). The
signature is created by wet aggregates which also cause the specific differential phasg.( kKo

be large. The authors also find that the transition from snow to rain in horizontal cross-
sections is marked by a minimum irp,,. Snowflakes (aggregates) associate with a decrease in
Zor-

Matrosov (1998) shows how dual-wavelength radar systems provide direct measurements of
snowfall rate. Measurements are made both at a sufficiently long wavelength such that the
snowflakes are within the Rayleigh range and at an attenuating wavelength such aglsand.

The attenuation is used to find the median volume diameter of the snowflakes, and the

snowfall rate (S) is then computed from a combination of the unattenuated radar reflectivity

and D,'s expressed in the form Z/S=AL. Estimates are sensitive to particle density and can

be refined by comparison with actual gauge amounts. Results for a dataset consisting of two
storms and a single verification gauge show that dual-wavelength snowfall estimates were close
to gauge amounts, while estimates with fixed Z-S relations underestimated the snowfall by a
factor of 4.

2.5  Feature Detection, Tracking, and Forecasting

A capability to detect nonprecipitating clouds with the WSR-88D is compromised by Bragg
scattering from refractive index inhomogeneities, residual ground clutter contamination, and
biological targets. Nevertheless, there is interest in the utility of the WSR-88D to detect
clouds, particularly in support of nowcasting operations and for the parameterization of
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clouds in forecasting models. Consequently, Miller et al. (1998) quantify WSR-88D cloud
detection capabilities. The authors find that echoes of -25 dBZ (commonly observed with
clouds) should be detectable with the WSR-88D in clear air mode (VCP 31) at a range of

74 km for elevation anglex2.5° and for 30 km in VCP 21 at anglex1.4°. WSR-88D echoes
were compared to those of a nearby vertically pointing cloud radar operating at 94-GHz.
There are, of course, difficulties in comparing the discrete coarse measurements from the
WSR-88D with the near continuous, high spatial resolution of the cloud radar; but reasonable
agreement was found in most cases. At times, the WSR-88D detected low-level echoes

>25 dBZ that were not seen with the cloud radar. Some echoes were thought due to residual
ground clutter. Largest discrepancies, observed during afternoon hours, were attributed to
Bragg scattering. Correlation coefficients between radar reflectivity values were rather low,
0.54 to 0.68, possibly caused by the more diverse echo sources with the WSR-88D and
differences in measurement spatial resolution. The Level Il data at the time of the
experiments did not allow for the recording of radar reflectivities with signal-to-noise ratios

<6 dB. Both systems detected echoes 82% of the time in March and 39% of the time in
October.

The current WSR-88D Storm Cell Identification and Tracking (SCIT) algorithm is described
by Johnson et al. (1998). To better isolate individual cells, storm tracks are computed from
centroid locations rather than from cross-correlation statistics. Storm identification is based
on volumetric reflectivity information. Storms are reconstructed from radial segments at
various reflectivity thresholds. The segments are combined into 2D storm components which
are checked for vertical continuity and for construction of 3D storm cells. Motion vectors are
computed by applying a least squares fit to the cell's last position and up to 10 previous
locations. POD's for cells with reflectivities >40 dBZ are 68%; POD's for cells >50 dBZ are
96%. Location errors vary from 2.0 km for 5 min forecasts to 22.8 km for 60 min forecasts.

2.6  Precipitation Analysis Techniques

The current WSR-88D rainfall estimation algorithm is described by Fulton et al. (1998). Key
components are (1) a radar data preprocessing system, (2) rain-rate computation, and (3)
accumulation. A realtime gauge-radar adjustment procedure is not currently operational.
The preprocessing system produces a "hybrid" reflectivity scan near 1 km altitude from the
lowest 4 elevation angles, performs biscan maximization (a procedure whereby the highest
reflectivity from the 0.5 and 1.5 elevations is selected at distant ranges), corrects for partial
beam blockage, and removes ground clutter and anomalous propagation. Shortcomings
identified in the paper are the lack of objective procedures for adaptable parameter
optimization, bright band mitigation, range bias correction, clutter suppression, and AP
removal.

A discussion of capabilities and limitations of the current WSR-88D precipitation algorithm
can be found in Hunter (1996). This study reviews the many potential sources of error in

radar-derived rainfall estimates. The paper calls for specific improvements to the tilt test to
prevent the loss of meteorological information at 0.5elevation, implementation of a gauge-
radar adjustment procedure, and techniques for extrapolating the vertical reflectivity profile
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to ground.

The performance of PPS products on two coexisting storm systems (a slow-moving
multicellular storm and a fast-moving squall line) was examined by Bauer-Messmer et al.
(1997). Rainfall from the multicell storm, some 120 km from the radar, was underestimated
by 16%; while rainfall from the squall line, at roughly the same distance, was overestimated
by 19%. Both storms produced large hail, leading the authors to hypothesize that estimate
errors resulted from the "confounding influence of hail". However, no evidence is presented
to support this argument.

Anagnostou and Krajewski (1998) report on efforts to optimize the selection of adaptable
parameters within the WSR-88D Precipitation Processing System. The parameters can be set
to account for different climates, seasons, and storm type. Anagnostou and Krajewski applied
a global optimization technique designed for nonlinear multicomponent systems to two months
of radar and raingauge data. The paper begins with a description of the PPS and the 12
parameters which control data quality, set thresholds for minimum rainfall rates and hail
mitigation, and assign the coefficient and exponent of the Z-R relation. Performance of the
parameter optimization procedure is weighed by minimizing the root-mean-square difference
between gauge observations and radar estimates. Optimization is achieved in a probabilistic
sense by the "shuffled complex evolution” method. Optimal parameters converged to values
different than default values. For the ensemble dataset the reduction in RMSE was about
10%. Even more dramatic was the reduction in bias for ranges <100 km.

The performance of the WSR-88D PPS for estimating rainfall for 5 extremely heavy events
was investigated by Baeck and Smith (1998). In each case the radar underestimated the
rainfall. [The usual biases for the various radars are not discussed.] Biases increased with
radar range. Bias sources, whose importance varied from storm-to-storm, were attributed to
such factors as the growth of precipitation toward ground, inappropriate Z-R relations, and
imposition of too low a hail threshold. Bright bands were observed with one event, but its
impact was (perhaps fortuitously) to reduce the underestimate of the rainfall.

Vieux and Bedient (1998) evaluated rainfall estimates from the WSR-88D for a two-day flash
flood event in which rainfall estimates from the Precipitation Processing System (PPS) were
low with respect to gauge accumulations. Suspected causes were the use of an inappropriate
Z-R relation and imposition of a 53 dBZ hail threshold. Another possible contributor to the
underestimates mentioned in the paper is that default occultation parameters restricted
realtime rainfall estimates to measurements from 2.3 and 3*3levation. The authors compute
rain estimates with 0.5 data using both the default Z-R relation and Z=250R% The latter
relationship produced underestimates of 6% on one day and overestimates of 14% on the
other. Rainfall estimates with the default relationship were 55% less than those with the
tropical relation. The hail threshold had little impact on the results.

The University of lowa (Section 3.10) and Princeton University (Section 3.12) are heavily
involved in efforts to improve the Precipitation Processing System with the WSR-88D.
Activities at the NEXRAD OSF are described in Section 3.5.7.
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Often operational users of WSR-88D Precipitation Processing System (PPS) products express
the desire to specify Z-R relations. For example, users in more tropical regions wish to reduce
radar underestimates characteristic of the default WSR-88D relation by applying the tropical
relation of Rosenfield. The exponent of the latter relation (1.2) differs significantly from the
default relation (1.4) and greatly enhances the intensity of high rain rates. Smith and Joss
(1997) make a strong argument for a fixed exponent. They reason that in empirical DSD
studies the exponent is often wrong because of truncation and posit that the exponent
variation is at most 10%. They propose that the coefficient of the Z-R relationship be
adjusted so that the median rainfall rate (defined so that values greater and smaller than the
median contribute equally to the rainfall total) is unbiased. Rain rates far from the median

rate will have relatively little impact on the total. They argue that exponent departures from a
fixed value-they suggest 1.5vould have relatively minor impact on rainfall rates (<30% if the
actual exponent differs by 0.2). Moreover, errors would tend to cancel if the exponent varies
about the selected value. Thus, the problem of rainfall estimation is reduced to finding an
appropriate coefficient. Empirical studies are needed to verify that a relationship exists
between the median rain rate and the exponent and to find the best exponent.

Outputs from algorithms for estimating rainfall with radar are inevitably compared to
raingauge measurements. Comparisons between "point" gauge observations and
"volumetric" radar estimated rains are fraught with problems. For example, the sampling
volumes differ by many orders of magnitude, the measurements are made at different heights,
the radar makes measurements at discrete time intervals, and both gauge and radar amounts
have significant error bars. Results are sensitive to how the comparison is made. Most often
the gauge measurements are compared to averaged radar values. Bolen et al. (1998) seek to
optimize the comparison by determining optimal, elliptically shaped regions that minimize the
RMSE (difference) between the radar-derived and gauge rain rates. Because it is a relatively
unbiased estimator, radar rain rates were determined from K, rather than radar reflectivity.
First, a filter is applied to the gauge data to produce a time record having temporal resolution
similar to that of the radar. Then the autocorrelation function is computed for the gauge data.
The 1/ value determines the length of the radar time series for averaging. Histories of radar
data at polar grid locations are then shifted in time and compared to the gauge record to find
the minimum RMSE. The polar grid point with the minimum RMSE becomes the center of
the ellipse. The RMSE difference field is recomputed using this distance. The procedure
yields a region of minimum RMSE that is normally elliptical. One axis of the ellipse is directed
from the minimum point toward the gauge; the other is in the orthogonal direction. The
lengths of the axes are found by decorrelation distances. For the cases presented, averaging
distances were ~1 km; and aspect ratios varied from 0.78 to 0.96. The authors state that the
method provides a "meaningful” optimal area only when the radar rain-rate estimates are
unbiased. If true, this would limit the utility of the method.

Pereira Fo et al. (1998) performed a detailed analysis of the stage Il hourly rainfall product of
the Arkansas-Red River Basin River Forecast Center (ABRFC) and compared results to a
statistical analysis which combines gauge and radar information. The stage Ill analysis is a

4 km x 4 km regional radar mosaic constructed from stage Il products (hourly, gauge-adjusted
rainfalls for individual radars). In regions of overlapping radar coverage rainfall estimates are
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based on averages of non-zero amounts. Pereira Fo et al. compared the ABRFC product to a
procedure which minimizes the error (variance) in raingauge and radar observations. Rainfall
estimates are made by adding weighted differences between the two instruments to the radar-
derived rain field. Weights are derived from the error variance of radar rainfall estimates.

The resulting analysis error variance purportedly is less than the observation error variance.
Inherent in the scheme are assumptions that biases have been removed and gauge observation
and background errors (differences between the radar estimates and the true rainfall) are
uncorrelated. Background error cross-correlations were found by examining a number of
storm systems. The stage Ill ABRFC product rainfall amounts were generally lower (up to
40% for long-term accumulations) than those derived from the statistical analysis. A number
of artifacts introduced into the stage Il product by the ABRFC compositing process are also
discussed.

The window probability matching method (WPMM) and regression analysis technique for
estimating Z-R relationships were compared in a study of Rosenfeld and Amitai (1998). The
WPMM pairs the probability distribution functions of radar reflectivity and gauge
observations; the regression method is a straight forward analysis of rain rate and reflectivity.
The evaluation was conducted with disdrometer measurements. The disdrometer-derived
reflectivity estimates were averaged over a 3 min interval to simulate the larger radar
sampling volume. To account for the effects of making measurements with an elevated radar
beam and the difference in time for deposition at ground, temporal offsets were introduced
into the reflectivity/rain rate pairs. The WPMM and regression method gave comparable
results for accumulated rainfalls, but significant differences characterized instantaneous rain
rates. An advantage with the WPMM is that the method automatically accounts for radar
bias and for synchronization and geometric errors. When the latter errors are present, the
regression analysis method tends to underestimate high rain rates and overestimate low rain
rates. Apparently, as the data become more unsynchronous, the regression method
degenerates to the conditional mean rainfall rate.

The change in radar reflectivity with height can be a major source of range dependent errors
in rainfall estimates. If the radar beam intercepts the bright band, precipitation can be
overestimated by a factor as large as 5. Errors are also introduced if rainfall estimates are
made from radar measurements above the bright band and an adjustment is not made for the
lower dielectric factor of ice. Consequently, bright band detection is critical for improving
rainfall estimates with radar. Bright bands are most pronounced in stratiform rainfall and
may be altogether absent in vigorous convection. Schemes have been developed based on
discrete vertical samples of reflectivity at and above the bright band to estimate reflectivity at
ground. To be effective the scheme must differentiate between stratiform and convective
precipitation types. Smyth and lllingworth (1998b) describe a correction method that made
use of the linear depolarization ratio (LDR) from a polarimetric radar to designate convective
and stratiform rain types. This parameter is sensitive to hydrometeor wobble, shape, and
phase. Graupel and snow, representative of convective and stratiform precipitation types,
respectively, have characteristic signatures. Plots of LDR and,Zor regions above the
melting layer show that snow (and consequently stratiform rain) associates with radar
reflectivity <30 dBZ and LDR >-18 dB. Reflectivity echoes >30 dBZ were dominated by
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graupel and deemed to be convection. Mean vertical reflectivity profiles for stratiform rain
events show increased lapses as the intensity of the bright band increases. This result may be
due to the increasing importance of aggregation relative to accretion and deposition as
precipitation intensity increases. The considerable observed scatter among individual
reflectivity profiles suggested that application of idealized mean profiles would not be
beneficial. Instead, a near linear relationship (correlation 0.91) was found between the radar
reflectivity at the melting layer and the reflectivity 500 m below the melting layer. The
correlation falls off to ~0.5 at beam heights roughly 3 km above the melting level. The
implication is that the observed profile can be used to extrapolate the measurements to
ground. A smaller reduction in reflectivity with height for convective storms indicates that
they must be treated separately. Three correction schemes are described in the paper. The
method of Kitchen et al. (1994, Quart. J. Royal Meteor. Soc.) was tested for comparison
purposes. The technique is based on the height of the freezing level, the maximum height of
the precipitation, and the magnitude of the low-level reflectivity measurements. A
modification used the 30 dBZ reflectivity threshold 1.5 km above the bright band to
discriminate between precipitation types. A third method incorporated median reflectivity
profiles according to 30 dBZ/1.5 km thresholds. The correlation between "predicted” and
"observed" surface reflectivity for the two new schemes was about 0.95. See also Section
3.13.1.

A method for reducing bright band effects and accounting for phase differences for radar
beams that rise above the freezing level is described by Gysi et al. (1997). The method
examines measurements from low-elevation angles and searches for reflectivity maxima at
heights typical of bright bands. Maximum reflectivity, band thickness, height, and the lapse
rate of reflectivity above and below the maximum are examined. If maxima are found at a
specified number of radials, the presence of a bright band is declared, and its intensity is
subtracted from the data. An example shows a reduction of rainfall estimates close to the
radar (presumably due to bright band mitigation) and a reduction in azimuthally oriented
features. Rainfall estimates made from measurements obtained in ice regions increased.

McGill University (Section 3.11.5.1) routinely derives range-dependent reflectivity profiles and
applies them to their rainfall products. A bright band mitigation effort at the Office of
Hydrology/Hydrologic Research Laboratory is summarized in Section 3.5.7.2.

As radar estimates of rainfall continue to improve, attempts to make short-term forecasts are
likely to increase and to be incorporated into flash flood warnings. Pereira Fo and Crawford
(1997) made rainfall "predictions” by linear extrapolation from a time series of radar
observations and hourly wind profiles. Bias adjustments were made based on 15 and 30 min
periods from earlier times. Experiments show that forecasts for small watersheds beyond 15-
30 min would be very difficult.

Rainfall estimation studies with polarimetric variables are summarized in Section 2.13.

2.7  Wind Analysis Techniques
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Velocity azimuth display (VAD) techniques typically estimate the wind and divergence based
on measurements from a ring-like region centered on the radar. The technique requires
widespread echoes with returns from all quadrants. For small echoes, e.g., convective storms
spanning small azimuthal sectors, the wind can be estimated with the volume velocity
processing (VVP) method. Kinematic parameters are computed from the observations of a
single radar by multivariate regression analysis, assuming that the wind varies linearly within
the radar sub-volume. To reduce the variance in wind estimates, Xin and Reuter (1998) use
simulated data to winnow the full set of eleven possible VAD parameters to seven and find that
this subset minimizes the error in the kinematic terms. Experiments with different sized

regions (30 to 40 in azimuth and 20 to 40 km in range) suggests that errors in the mean wind
are small (<10%) but can be 25% for vertical wind shear and deformation terms. The
technique was applied to a convective case. Divergence and deformation fields were computed
by subdividing the echo volume into small, overlapping volumes. Standard errors for
divergence, on the order of 10 s*, were small compared to typical values with convection.
Trends in retrieved deformation and divergence mirrored changes in echo characteristics.

Three-dimensional wind field retrieval from single-Doppler measurements with the adjoint
method continues to be investigated at the U.S. Naval Research Laboratory (Section 3.7).

Radial velocity measurements can be contaminated by birds. Problems arise during the spring
(March to May) as birds migrate northward and in the fall (September and October) as the
birds return southward. Contamination occurs predominately at night beginning 30 to 45 min
after sundown and ending before dawn. Gauthreaux et al. (1998) report VAD wind speed
errors as large as 12.9 msand directional errors as large as of 128

Chapman and Browning (1998) contend that vertical cross-sections of Doppler radar data can
be important for the construction of streamlines in two-dimensional wind cases such as fronts,
for the detection of Kelvin-Helmholtz billows, and for the identification of shear layers. While
streamlines can be calculated from the radial velocity measurements, they maintain that the
two-dimensional shear in the cross-sections is a first order approximation to the streamline
pattern. Interestingly, observations from a front revealed that mixing occurred within a
weakly stratified layer rather than at its periphery. Further, billows did not appear at the
leading nose of a frontal surface but well to its rear.

Tests of a bistatic radar network for wind field and thermodynamic retrieval have been
conducted by McGill University (Sections 3.11.1 and 3.11.2). A bistatic radar system is also
under development in the United Kingdom (Eastment et al. 1997). They note problems with
sidelobes and weak signals, but early results are prompting further development.

2.8 Icing Analysis Techniques

A scheme to diagnose supercooled liquid water in clouds is under development at McGill
University (Section 3.11.3). Three-dimensional wind fields are constructed from single or
multiple Doppler radar measurements. Icing conditions (supercooled water contents) are
deduced from the derived vertical motion, a local temperature sounding, and a model which
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determines the proportion of condensate which exceeds depletion by the depositional growth
of ice particles.

2.9  Data Acquisition Strategies

The rehosting of the WSR-88D presents an opportunity to rethink data acquisition strategies.
Fabry (1997) notes that radar data collection and display is often dictated by tradition and
should be rethought in terms of today's increased capacity to process radar information. An
example, one of several, is presented in which the essential features of the radar reflectivity
field are reproduced in measurements composed of a single radar sample. Reduced sampling
may be adequate for many applications and volumetric products, thereby permitting more
frequent temporal samples at low levels for other applications (e.g., rainfall estimation and
monitoring tornadic storms).

It is often suggested that the detectability of shallow meteorological phenomena would be
improved if the base elevation of the current VCP's were reduced. Smith (1998) shows that
the sensitivity to near-horizon features (of infinitesimal thickness) could be increased by 6 dB
if the base antenna elevation were lowered td’0 Such an action would have the negative
impacts of degrading reflectivity measurements (in theory one half of the power would be lost)
and increasing the strength of ground-clutter echoes. At an elevation angle of 033 3 dB
enhancement of boundary-layer phenomena would occur. As the layer containing the feature
of interest thickened, the advantage would be reduced. The theoretical reflectivity loss at
0.33 elevation due to the beam intersecting the ground would be ~0.8 dB. The increase in
strength of existing clutter would be about 3.8 dB but could be greater for clutter below the
current base angle. Overall, strong weather echoes will be minimally affected; but the
(negative) impact on quantitative rainfall estimates and Doppler velocity could be significant.

2.10 Interpretive Techniques/Human Interface Techniques

No reviewed papers or reported research specifically addressed Interpretive Techniques or
Human Interface Techniques.

2.11 Data Analysis Techniques

Because of the ease in application, neural networks are being applied in all aspects of signal
processing, pattern recognition, time series analysis, signal compression, and signal coding.
The advantages of neural networks are high speed computational processing, a capability to
handle complex non-linear problems, inputs and outputs need not be specified a priori, and a
capacity to include multidomain datasets. A Special Issue 8ignal ProcessindVolume 64,

No. 3) presents a broad spectrum of papers devoted to signal detection and classification,
"blind signal" processing, and applications.

Application of a neural network to snowfall estimation was described by Xiao et al. (1998).
The method, based on a multilayer feed forward network does not assume a particular Z-S
relationship but maps the time evolution of the three-dimensional reflectivity field to
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snowgauge (liquid equivalent) measurements at ground. The network consists of an input
layer (vertical reflectivity profiles), a hidden layer of radial-basis functions, and an output

layer that yields the snow liquid equivalent. The radial-basis function is Gaussian with a
variable center and spread factor. Training includes forward and backward propagation steps
in which the connectional weights between layers are updated. Different combinations of
training and test datasets were examined. Snowfall estimates from network-derived Z-S
relationships had much smaller bias errors than those for a fixed (Marshall-Palmer)
relationship.

The current NSSL Mesocyclone Detection Algorithm (MDA) is designed to detect a broad
spectrum of circulations which are not necessarily tornadic or producing damaging winds
(Marzban and Stumpf 1998). Hence, an algorithm was need to designate those circulations
with strong winds. The method adopted was that of a feed forward neural network. Inputs
consisted of 23 scaled storm attributes defined from radar measurements (e.g., the maximum
rotational velocity, maximum diameter, height of the circulation, ... etc.). Outputs were
constructed to produce yes/no predictions. Networks with two hidden nodes generally gave
higher performance at a probability parameter of 0.2 (close to the climatological probability).
This optimum number of hidden nodes was found by nearly all performance measures. CSl's
approached 50%. The network was not tested on an independent dataset.

2.12 Radar Analysis Techniques

Gauthreaux and Belser (1998) and Gauthreaux et al. (1998) have been using WSR-88D
reflectivity and VAD products to monitor spring and fall bird migrations. In the spring, birds
cross the Gulf of Mexico and typically arrive along the Texas and Louisiana coasts during the
afternoon and early evening hours. The transgulf migrants land in forests just beyond the
coast. Upon recuperation subsequent migration occurs primarily at night, beginning 30 to 45
min after sundown and continuing until dawn. The movements of birds at dawn as they leave
their night time roosts and begin their daily foraging are also readily detected with the WSR-
88D. The departing birds appear as a reflectivity annulus that grows in diameter and
decreases in intensity with time.

Storms with intense reflectivity are frequently associated with severe weather. Apparently,
extreme reflectivity values are evidence of strong updrafts. In an attempt to quantify this
association, Gerard (1998) examined storms with maximum reflectivity65 dBZ, stratifying
them according to whether the strong echo extended above or below the freezing level. A
storm was considered severe if there was a report of severe weather (hail, strong winds, and
tornadoes) within one hour after the reflectivity threshold was met. (The reflectivity threshold
was not exceeded by every severe thunderstorm, and some storms produced severe weather
before the threshold was met.) For an ensemble of 64 classifiable storms with extreme
reflectivity, 55 (86%) were severe. Of the 54 storms with eche65 dBZ extending above the
freezing level, 52 (96%) were severe. Only 3 of 10 storms with extreme reflectivity below the
freezing level were severe. The study would seem to confirm notions that the probability of
severe weather increases with reflectivity.
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The TRMM radar footprint (4.3 km) is large with respect to tropical convection; hence, there
is concern that rainfall estimates may have considerable bias. The problem, arising from
taking averages of nonlinear processes, was modeled by Durden et al. (1998) and results
compared to observations from an airborne radar. (The TRMM problem is further
complicated by attenuation losses.) Durden et al. show examples where the reflectivity and
rain rate can be over or underestimated depending on the amount of attenuation, the rain rate
intensity, the distribution of rain, and the standard error. As an example, the simple binary
problem where one half of the beam has one value of reflectivity and the remainder has a
different reflectivity leads to an overestimate of the rainfall rate within the combined beam.
Errors are typically <10%.

To aid in the interpretation of radar signals and to permit examination of hydrometeor effects
on the propagation of radar signals, a radar simulator has been developed by Capsoni and
D'Amico (1998). Model inputs include radar characteristics (peak transmitter power, antenna
gain, frequency, ... etc.) and particle distributions. Phase (I) and quadrature (Q) signals are
generated. Particle positions and characteristics can then be updated for pulse-to-pulse
examination.

2.13 Polarimetric Radar

Because of sensitivity to particle size, shape, orientation, and composition, measurements from
polarimetric radars give additional information about hydrometeors and, hence, offer hope for
physically-based approaches for improved rainfall estimation. Bringi et al. (1998) present a
study in which the mass-weighted median drop diameter ([pis computed from differential
reflectivity. [The relationship between axis ratios and volume-equivalent spherical diameters
is critical for successful application. Often, radar-measured axes ratios suggest that small
droplets may be less spherical than found by wind tunnel experiments.] Detailed comparison
between aircraft and radar measurements show regions of high radar reflectivity that
correspond to relatively high and low rainfall rates. In the latter case, g tends to be large
indicting that the rain is composed of small numbers of large drops. Comparisons of
penetration-averaged radar reflectivities and DSD-computed radar reflectivities show excellent
agreement (the radar was 0.41 dB low) with a fractional standard error of 4%. Radar
estimates of Q had a bias of 0.07 mm and a fractional standard error of 13.7%. From this the
authors conclude that overall collision-induced large drop oscillations are not significant in

this case. Several rain rate relations based on,4lone and in combination with Z; were then
tested. Results for a sample of nine penetration-averaged rain rates indicate that estimators
which combine the two measurements have fractional standard errors that are about one half
that found with reflectivity alone. The primary source of the error in the reflectivity estimates
stems from bias.

Ryzhkov and Zrni¢ (1998a) studied snow storms with polarimetric radar and found that
melting layers are characterized by pronounced minima in the correlation coefficient between
horizontally and vertically polarized signals p,,) and maxima in Z,;. For warm and cold
snowfall events, both Z; and the specific differential phase (K;) increase with height,
indicating that pristine ice crystals dominate both storm types aloft. Compared to rain, &
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and K, for warm and cold snow show little change as size (reflectivity) increases.
Discrimination between pure rain and snow is possible with K. and Z.; for Z,, >30 dBZ. For
lower reflectivities, precipitation with a Zy; <0.2 dB can be classified as snow. The authors
also find that the transition from snow to rain in horizontal cross-sections is marked by a
minimum in p,,. The signature comes from large wet aggregates. Corresponding values qf Z
and Kyp are large. A clear demarcation line between rain and snow was not evident in thgzZ
measurements, rather there was a gradual decrease ingas rain changed to snow.

Field work has uncovered situations where rainfalls derived from specific differential
propagation phase (k) and from Z,, differ significantly and situations where strong

gradients of Z, and negative K, are observed. The problem is examined in detail by Ryzhkov
and Zrni¢ (1998b) who simulate radar response at distant ranges to small isolated storm cells
and to gradients of reflectivity. Rain rates within the isolated cells are assumed to be Gaussian
and axisymmetric. For cells on the radar bore sight, rainfall rate profiles derived from Z and

K pp are similar in shape and magnitude. Cells off the bore site exhibit large negativg,Ks

(and consequently negative rainfall rates) at the rear of the simulated cells and significant
overestimates of the rain rates at the cell core. For cells within the azimuthal gradient of the
differential propagation phase (pp), rain patterns are distorted with negative Ky's appearing
at the cell's leading and trailing edges. Again, positively biased values ofKoverestimate the
rain rate in the cell core. Importantly, area integrations of the rainfall patterns are unbiased,
i.e., the negative Ky's and the overestimated positive values tend to balance. Reflectivity
gradients within the radar beam, common with squall lines or bright bands, cause similar
problems. Although rain estimates derived from specific differential phase may have less
spatial resolution than reflectivity and may be affected by the nonuniform beam filling
problem, the authors maintain that Ky, rainfall estimates should be more reliable than those
derived from radar reflectivity measurements that suffer from radar miscalibration,
attenuation, and beam blockage. When nonuniformities within the radar beam are
significant, they suggest that the integral of the K rainfall might serve as a constraint for
reflectivity estimates.

Smyth and lllingworth (1998a) present a technique based on the linear depolarization ratio
(LDR) measurement for making improved radar reflectivity estimates at ground when the
radar beam passes through the bright band. Characteristic LDR signatures exist for snow and
graupel which permit the discrimination of stratiform and convective rain types and the
derivation of median reflectivity profiles (see also Section 2.6).

One of the basic limitations in radar rainfall estimation is the natural variability in drop-size
distributions within rain storms and consequently in the relationship between radar

reflectivity and rainfall rate. Estimates from fixed Z-R relations are susceptible to this
variation. Dual-polarization measurements, because of their sensitivity to hydrometeor shape
and orientation, offer the possibility of monitoring the drop-size distribution in real time.
Richter and Hagen (1998) retrieved the intercept parameter Nand the median volume
diameter D, of an exponential DSD from polarimetric radar data and compared results with
similar estimates determined from a vertically pointing wind profiler, in situ particle
measurements, and a disdrometer. There was a tendency to overestimatgaNd to
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underestimate 0, but overall there was good quantitative agreement between the radar
estimates and the validating measurements. Errors in,Zand DSD departures from an
exponential model are potential problems. Further improvements may be possible with a
gamma DSD and computing the shape parameter u by adding the;Kmeasurement to the
procedure. Hence, it may be possible to improve rainfall estimates by continuously monitoring
spatial and temporal changes in DSD's.

The full suite of polarimetric measurements (radar reflectivity, differential reflectivity, linear
depolarization ratio, specific differential propagation phase, and copolar correlation
coefficient) were utilized by Hubbert et al. (1998) in an interesting study of hydrometeor
distributions and their evolution within a hailstorm. Large hail was depicted by relatively
high LDR (>-18 dB), slightly negative 4 (<-0.5 dB), and lowp,, (<0.93). A negative &z
value is an indication that the major axes of the hailstones were vertically aligned in the mean.
Storm features depicted in the measurements included a positivgZcolumn that was
connected to the storm's updraft and contained supercooled raindrops; mixtures of
supercooled raindrops, partly frozen drops, and wet graupel above the,£ column; and
regions in which large drops may have been shed by melting hail. Dissected hailstones
disclosed that 30-40% of the largest stones had frozen drop embryos which may have
originated in the Zpg column.

With polarimetric radar measurements it is possible to designate hydrometeors as either liquid
or frozen and determine the relative contribution of each phase to radar reflectivity. Tong et
al. (1998) extend this capability to the computation of water budgets and heating rates within
convective storms. Liquid and ice contributions to reflectivity are found with the difference
reflectivity parameter, defined as %, = 10log(4;-Z,). The key assumption is that ice particles
tumble and, hence, 4. = Zy e FOrrain, Zy ., > Z,n. Consequently, the 4, signal is due
only to rain. The relation between Z, and Z,, ;, is linear (for measurements in dB).
Departures from the rain line signify the presence of ice and represent the ice contribution to
reflectivity. Liquid water contents (LWC's) for ice and rain were calculated from reflectivity
with empirical relationships. Vertical profiles of layer averaged ice fractions and LWC's are
presented. The latter required adjustments for the index of refraction and an assumption
regarding ice particle density. The time history of an observed cell shows an increase in the
fraction of ice water content with time and domination by glaciation in the declining stage.
Latent heating estimates are based in part on time variations of water content and rainfall.
Latent heating dominates early, while cooling dominates in storm decline. Net heating of the
atmosphere was attributed to the fact that more water vapor is condensed than falls to ground
as rain. Verification would be very difficult with observations.

Biological targets can seriously degrade Doppler velocity and radar reflectivity measurements.
Gauthreaux and Belser (1998) and Gauthreaux et al. (1998) note that insects can fly at speeds
of up to 6 m s' and bird velocities can exceed 15 m's Thus, biological targets can have a
serious adverse effect on radial velocity measurements and cause spurious VAD wind
estimates. Radar reflectivity measurements can also be corrupted. With polarimetric radar it
is possible to detect biological targets and to distinguish between insects and birds (Zrand
Ryzhkov 1998b). Insects are generally within the Rayleigh scattering range at S-band. When
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aligned in the mean, they produce differential reflectivity signatures that can exceed 10 dB.
Often the signatures appear in radar reflectivity as well. While large insects can produce a
backscatter differential phase §), the propagation (forward-scattering) component is usually
small. Cross-correlation coefficientsg,,) are typically <0.8, compared to those for rain

(usually >0.95). Bird sizes well exceed the limits of Rayleigh scattering. Compared to insects
their Z 5 signature is relatively small and may even be negative. The primary distinguishing
characteristic of birds is a large backscatter propagation phase which is inversely proportional
to Zpr. The authors suggest that, because the azimuthal dependencies fgg Znd & are more
sensitive to scatterer size than to their concentrations, it may be possible to estimate the size of
the biological scatterers.

Anomalous propagation effects on rainfall estimates with radar can be very serious if the
ground echoes are interpreted as precipitation. The mitigation procedure on the WSR-88D
applies a high-pass filter in the frequency domain to remove stationary echoes. The pr